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ABSTRACT

Statistics is an important tool in pharmacological research to conduct hypothesis testing. It is used to summarize
experimental data in terms of central tendency (mean, median or mode) and variance (standard deviation, standard error
of the mean, confidence interval).The purpose of statistical analysis is to determine whether the observed differences
between the treated and untreated animals/humans could have arisen by chance or by the drug? Now days, there has
been a huge increase in the use of statistics in pharmacological (preclinical and clinical) research, especially after the
availability of user friendly statistical software. The biostatical tools give meaning to raw data generated during the
research studies. Results of various statistics tests help to draw a valid conclusion from the observations. However, the
basic understanding of methodology (study design, sample size justification and correct use of sampling techniques) and
bio statistical tests (parametric and non—parametric tests) is still lacking among pharmacologists. Therefore, it is essential
for every pharmacologist to have an understanding of the correct uses of statistics. Thus, in this review, we tried to simplify
the understanding of statistical tool in pharmacology field.
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INTRODUCTION

Pharmacology is the study of drugs and their actions on
target sites in biological systems. Pharmacology includes
pharmacokinetics (What does the body do with the drug?)
and pharmacodynamics (What does the drug do with the
body) [1]. The ultimate goal of pharmacology is the
prevention and treatment of disease and illness. To
achieve this goal, pharmacological experiments must be

designed, performed, interpreted and reported correctly
[2]. Pharmacology routinely employs statistics for
collection, organization, analysis and interpretation of
experimental data. The appropriate use of statistics is
essential to ensure the best methods are used to collect
data in an unbiased fashion and the analysis of the
collected data is done in a proper way [3], but
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unfortunately, most of times, data is analyzed
inappropriately and switching between statistical tests is
done by the researchers until they get the expected result.
Thus, it is not surprising that there is a loss of faith in the
literature. There has been growing concern that much of
what is published in preclinical and clinical studies is
misleading [4, 5, 6]. If you are confused about the most
appropriate statistics for your experiment, you could
simply talk to a statistician but it's not possible to take help
of stastician in academic research. So, it's important for
every pharmacologist to understand the basic concepts
of statistics. Thus, the aim of this review is to understand
the use of stastisics in the testing of pharmacological
hypothesis.

GENERATION OF HYPOTHESIS

Hypotheses are generated on the basis of good research
questions. Detailed knowledge about a subject may
generate a number of questions. It then becomes
necessary to ask whether these questions can be
answered through one study or if more than one study is
required. All questions, primary and secondary, should be
developed at the beginning and planning stages of a
study. The primary question should never compromise
because itis the primary research question that forms the
basis of the hypothesis and study objectives (Fig. 1) [7].
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Figure 1: Layout of hypothesis and study objectives in statistics
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TESTING OF HYPOTHESIS

The first step of hypothesis testing is to convert the
research question into null and alternative hypotheses.
The null hypothesis is a claim of no difference in the
means of the population, and that any difference in the
sample means can be explained just by chance. The
alternative hypothesis is that the two means really are
different, and it's not just chance. For example:
Deltamethrin does not have anticancer properties (Null
Hypothesis), Deltamethrin have anticancer effects
(Alternate Hypothesis) [8].

STUDY DESIGNS

After conversion of research questions into a null and
alternate hypothesis which a lead to the formulation of

Randomization or
blinding method??

objectives, the study is designed (Fig. 2). Studies can
generally be classified in one of two ways: observational
or experimental. In an observational study, the
researchers simply “observe” a group of subjects without
actually “doing” anything to the subjects. Case/control,
cohort and cross—sectional studies are the examples of
observational studies [9]. Experimental studies may be
thought of studies where a research makes an
intervention (such as giving a particular drug treatment to
a patient). Preclinical study and randomised clinical trial
are the good example of the experimental study.
Experimental studies are further designed into parallel
groups, crossover studies, sequential and factorial
design according to the objectives of the study [10].
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Figure 2: Systematic design of Pharmacological Experiments
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CONCEPT OF SAMPLING

Sampling is at the core of scientific investigation. In
reality, only a portion of the true population can be
sampled in the almost all experimental design and finally,
generalized the results in the whole population [11]. For
example, the response of every Swiss albino mice on the
planet cannot be measured. Sample size is also the most
important issue in the design of experiments. Generally,
more the sample size, more accurate the results, but it is
unethical to use large numbers of animals. So, the
number of animals used in an experiment can be reduced
by employing a better experimental design. Sample bias
occurs when a sample is taken intentionally from the
specific part of the population. For example, if researcher,
on the basis of experience, chooses only those animals
(preclinical) or volunteer (clinical), who he/she know they
will respond better to the test drug leads to bias in the
result. Sample bias can be reduced by the use of various
randomization techniques [12].

DESCRIPTIVE STATISTICS

After completion of experiments, data are collected and
methods are needed to summarize the whole data. A
measure of central tendency and dispersion is commonly
used for this purpose. A measure of central tendency
indicates the approximate centre of the sample
distribution, and a measure of dispersion indicates the
degree to which individual members of the sample set
depart fromthe central value.

Measures of central tendency

The measure of central tendency provides a
characteristic of the sample population and is useful when
provided with additional statistics such as a measure of
dispersion[13].

Mean

The mean is one of the most commonly used statistics in
scientific research. It is simply the sum of all observations
divided by the number of observations. However, the
mean is not always the best choice for characterizing a
distribution with a single number as it is highly sensitive to
outliers [14].

Median

The median is defined as the middle term in a data set
arranged in rank order. Its use is less as compare to
mean, but it can be quite useful, especially in describing a
data set containing outliers. The median is determined by
rank ordering all the members in a data set and choosing
the middle term for which 50% of the values lay above or
below. This method provides a single number for data
sets containing an odd number of values, butin case of an
even number of values, a pair of numbers must be
averaged to get the median for a data set. For non-
parametric datasets, the median is used as a measure of
centraltendency [15].

Mode

The mode is simply the most commonly occurring value in
the sampled distribution but often not useful in
pharmacological research.

Measures of dispersion

The central tendency value only provides a central value
of the data. Itis unable to describe the distribution beyond
the point of central tendency. For example, if a given
concentration of DLM produces 50% decrease in cell
viability, then it is expected that the next time if this
concentration of DLM is applied, the loss in cell viability is
likely to be close to 50%. The key question however is
how likely? How surprising would an observation of 70%
or 30% be? It is therefore essential that a measure of
central tendency be coupled with a measure of
dispersion, which describes the spread of the sample
values about the point of central tendency in order to
provide an interpretable summary.

Range, variance, and standard deviation

The basic goal of calculating a measure of dispersion is to
generate a description of how far the data are spread out
about the mean. The simplest and most intuitive measure
is the range, which is simply the difference between the
largest and smallest value but it is sensitive to outliers.
The variance provides a reasonable estimate of the
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spread in a distribution. The standard deviation (SD) is
the most common measure of variability, measuring the
spread of the data set and the relationship of the mean to
the rest of the data. SD tells us dispersion of individual
observations about the mean. In other words, it
characterizes typical distance of an observation from
distribution center or middle value. If observations are
more disperse, then there will be more variability. Thus, a
low SD signifies less variability while high SD indicates
more spread out of data [16].

Standard error of the mean

The standard error of the mean (SEM) is a very commonly
used as a measure of dispersion in the biological
sciences. Despite its common use, it is generally
misunderstood and used more by convention that for
logical reasons. In fact the SEM is not a measure of
dispersion and does not tell anything regarding the
scatter of data about the mean. So, question arises, why
SEM is commonly used? The fact that the SEM will
always be smaller than the standard deviation may, in
part, be responsible for its use in a graphical
representation of data, providing an illusion that the
measurements are more precise than they actually are
but this is clearly not a justifiable reason to choose the
SEM over the standard deviation.Actually, the SEM is a
measure of how accurately the population mean has
been estimated based on the central limit theorem (CLT)
[17]. In conclusion, descriptive statistics simply tells, what
is there in our data. Thus, to reach a valid conclusion,

Table 1 : Outcomes of Hypothesis testing

inferential statistics should be used. Hypothesis testing
(using p- values) and point estimation (using confidence
intervals) are two concepts of inferential statistics that
help in making inference about population from samples.

INFERENCE

In most of pharmacological experiments, an
inappropriate statistical method of inference is used due
to lack of understanding of the underlying assumptions of
the methods. The correct use of statistical methods in the
hypothesis testing gives us a tool to decide between the
null and alternative hypotheses. The null hypothesis is a
default statement that the difference between the two
groups has no effect. The alternative hypothesis is the
opposite statement. At a very basic level, hypothesis
testing involves the statement of the null and alternative
hypothesis, selection of a distribution (e.g. t or F
distribution), determination of the rejection and non-
rejection regions of the chosen distribution, calculation of
a test statistic, and decision on whether or not to reject the
null hypothesis. The primary goal is to minimize Type | (cx)
representing false positives and Type Il () errors
representing false negatives [18, 19].

Typel (o) error

We could make a Type | error (reject when null is true) if
we said there was a real difference when it was just by
chance. If the P value is small enough, we will reject the
null hypothesis and conclude there is a difference, but
actually there is no difference (Table 1).

Decision

Outcome if null hypothesis true

Outcome 1f null hypothesis false

Do not reject null Correct decision

hypothesis

Reject null hypothesis Type I error

Type II error

Correct decision

Type 2 () errors or Power of study

Type Il error arises when we accept the null hypothesis
when actually itis not true or in other words failure to reject
the null hypothesis when you should (Table 1). Usually we

talk about power, which is 1-P (Type Il error). So if the
chance of Type Il erroris 10%, the poweris 90%, which is
considered very well. A study with low power may fail to
reject even if the null hypothesis is false. We want to
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design studies with good power. Once a power analysis is
completed, a choice is made to either proceed with the
experiment as designed using the appropriate sample
size identified by the analysis, or to revisit the designin an
attempt to either increase the reliability of measurement
or increase the effect size. Therefore, the analysis of
power plays a central role in experimental design.

HOW TO SELECT APPROPRIATE STATISTICAL
TEST?

Selection of appropriate statistical test is very important
for analysis of research data. Use of wrong or
inappropriate statistical test is a common phenomenon
observed in articles published in pharmacological
journals. Wrong statistical tests can be seen in many
conditions like the use of paired tests for unpaired data or
use of parametric statistical tests for the data which does
not follow the normal distribution etc. Because of the
availability of different types of user friendly statistical
software, performing the statistical tests become easy,
but selection of appropriate statistical test is still a
problem. Selection of appropriate statistical tests
depends on the following three things: 1) what kind of data

Collection of data

-

Representation of data
(mean=sd. mean=SEM

!

Stastical tests

-

we are dealing with? 2) Whether our data follow the
normal distribution or not? 3) What is the aim of the study?
If we deal with continuous data, parametric test is applied.
Secondly, if your data are following the normal
distribution, parametric statistical test should be used and
nonparametric tests should only be used when normal
distribution is not followed. Lastly, what we want to
compare? Whether we want to compare the drug with
placebo? Or we want to compare the effect of intervention
with standard. That comparison between the groups can
be done by applying additional tests like Tukey (Compare
all pairs of columns),Dunnett (Compare all columns with
control) etc.[20, 21, 22].

PARAMETRIC AND NON-PARAMETRIC TESTS

Parametric statistical methods assume that the sample
distribution is normally distributed. Parametric statistics
include the most commonly employed tests such as t-test
and ANOVA. Non parametric tests are used when data
does not follow the normal distribution. Chi Square test,
Mann-Whitney U test, Wilcoxon signed-rank tests are
most commonly used non parametric tests (Fig. 3)
[23,24].
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Figure 3: Parametric and non-parametric tests in Biostatistics
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Parametric tests: assumptions and interpretation

Parametric tests are applied for quantitative (or
continuous) data. Z test : Z test is applied when samples
are large in size (more than 30). Student's t-test : The
Student t-test is probably the most widely used
parametric test. It is the first choice for comparing two
independent groups. The t-test has several underlying
assumptions that are critical to understand. It assumes
that the means were drawn from normally distributed
populations and are truly independent (i.e. no repeated
measures).The paired version of Student's t-test is the
best parametric choice for two groups, repeated
measures. The unpaired t-test is used to determine
whether the mean of a sample is different from a known
average [25]. The t-test uses the mean, standard
deviation, and number of samples to calculate the test
statistic. The critical value for the Student's t-test is 1.96
foran alpha of 0.05, obtained from a t-test table. The t-test
can be run as either a 1 tailed or 2 tailed tests with the two
tailed being more conservative. When choosing between
1 and 2 tailed tests, one must decide is there is reason to
believe that the treatment could only move the mean in
one direction. If so, a one tailed test is appropriate. The p-
value is interpreted against avalue (typically but not
necessarily 0.05) and can be interpreted as the
probability of rejecting the null hypothesis when itis in fact
true (i.e. making atype | error).

Analysis of variance (ANOVA)

The analysis of variance (ANOVA) provides a statistical
test of whether 3 or more means differ significantly. This is
done by dividing the observed variance into different
components (e.g. within groups, between groups).The
test statistic for ANOVA is called the F-ratio. The F ratio
and the degree of freedom (df) from each of the variability
estimates are then used to obtain a p-value. The null
hypothesis can be stated as the treatment does not
produce any change in the mean values, and in general,
an F ratio close to 1 indicates that the null hypothesis
should be retained. The p-value is the probability that the
observed differences would be expected to occur by

chance alone. The ANOVA only indicates that there is a
difference between the means, but does not indicate
which means are different. Assuming the ANOVA does
not allow the null hypothesis to be retained; subsequent
post hoc test like Tukey (Compare all pairs of columns),
Dunnett (Compare all columns with control) can be
performed to determine which means are significantly
different [26].

NON PARAMETRIC TESTS: ASSUMPTIONS AND
INTERPRETATION

If the data do not meet the criteria for a parametric test
(normally distributed, equal variance, and continuous), it
must be analysed with a nonparametric test.

Chi Square Test

The chi-squared test is usually used to compare multiple
groups. The mostimportant assumption for this test, input
and output variable should be binary.

Mann-Whitney U test

The Mann-Whitney U test (also called the Wilcoxon rank-
sum test) is the most common nonparametric test used
for the comparison of two independent groups. The Mann
Whitney U test does not assume that the samples were
drawn from normal distributions, but it does assume that
the distributions have the same basic shape [22].

Wilcoxon signed-rank test

The Wilcoxon signed-rank test provides a non-parametric
alternative to the paired t-test for the evaluation of
matched samples. This test does not assume that
difference values are normally distributed; however, it
does assume that the distribution of differences is
symmetrical about the median [27].

Kruskal-Wallis test

The Kruskal-Wallis test is a non-parametric test that can
be used to compare 3 or more groups. It has the same
assumptions as the Mann-Whitney U test[28].
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Confidence interval and p-value

The aim of tests of significance is to calculate the
“probability” that an observed outcome has merely
happened by chance. This probability is known as the “p-
value”If the p- value is small (p < 0.05), then the null
hypothesis can be rejected and we can assert that
findings are'statistically significant'. When p <0.05, the
degree of difference or association being tested would
occur by chance only five times out of a hundred.When p
< 0.01, the difference or association being observed
would occur by chance only once in a hundred[29].
Hence, if our goal is to assess whether experimental
results are likely to have occurred simply through chance
or they are real, then the p-value calculation can be
helpful but it cannot tell us how large or small the effect is.
If we want an estimate of the actual effect, we need the
confidence interval. Confidence interval (Cl) is defined as
‘arange of values for a variable of interest constructed so
that this range has a specified probability of including the
true value of the variable. The specified probability is
called the confidence level, and the end points of the
confidence interval are called the ‘confidence limits'. By
convention, the confidence level is usually set at 95%.
The 95% Cl is defined as “a range of values for a variable
of interest constructed so that this range has a 95%
probability of including the true value of the variable”. In
simple words, it means that we can be 95% sure that
truths somewhere between 95% confidence interval.
Because we are only 95% confident, there is a 5%
probability that we might be wrong, i.e. 5% probability that
the true value might lie either below or above the two
confidence limits. Thus, the 95% CI corresponds to
hypothesis testing with p < 0.05 [30, 31]. Thus, it can be
concluded, that confidence interval is more informative
than pvalue. Thus, that's why, the practice of reporting the
p-value with confidence interval is highly recommended
by the high impact journals.

STATICAL SIGNIFICANCE AND
CLINICAL SIGNIFICANCE

Statistical significance does not necessarily mean a
clinically important observation. It is the size of the effect
that determines the importance and not the statistical

significance. In the end, patients and physicians want to
know the magnitude of the benefit or lack thereof, not the
statistical significance of individual studies.

HYPOTHESIS TESTING OUTCOMES

Hypothesis testing gives us a tool to decide between the
null and alternative hypotheses (Table 1) Hypothesis
testing offers us two choices: 1. Conclude that the
difference between the two groups is so large that it is
unlikely to be due to chance alone. Reject the null
hypothesis and conclude that the groups really do differ.
2. Conclude that the difference between the two groups
could be explained just by chance. Accept the null
hypothesis.

CONCLUSION

Statistics can be very helpful in formulating experimental
design and drawings appropriate inferences from the
collected data. If we employ better design and analysis,
we will reduce the risk of making misleading claims and
provide greater confidence that our proof of concept
studies may translate into population. Therefore, it is
essential for pharmacologists to have an understanding
of the statistics.
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Figure 1. Generation of Hypothesis.

Figure 2: Design of Pharmacological study.
Figure 3: Selection of appropriate Stastical test.
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